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Abstract

This document describes the use of cross spectral analysis techniques. Its objective is to determine the relationship between

sinusoidal components of a pair of time series. The article alse describes an Eviews add-in to estimate cross spectral functions

by using Monte Carlo simulations. It is recommended to review Wei (2006) for a more detailed description of the theory.

1 Cross spectral analysis theory

The cross spectrum of a pair of time series xt and yt is de�ned as the Fourier transform of its cross covariance function, for this

it is required to de�ne the covariance generating function such that:

Rxy(L) =

∞∑
k=−∞

Rxy(k)L
k

Where Rxy(k) represents the cross covariance function between xt and yt+k and L is the lag operator. Therefore, its crossed

spectrum is given by:

fxy(w) =
1

2π

∞∑
k=−∞

Rxy(k)e
−iwk =

1

2π
Rxy(e

−iwk)

Where e−iwk is Euler's equation e−iwk = Cos(wk)− isen(wk). In the same way fxx(w) and fyy(w) correspond to the spectra

of xt and yt respectively. Equivalently:

fxy(w) =
1

2π

∞∑
k=−∞

Rxy(k)(Cos(wk)− isin(wk)) = cxy(w)− iqxy(w)

Where:

cxy(w) =
1

2π

∞∑
k=−∞

Rxy(k)Cos(wk)

qxy(w) =
1

2π

∞∑
k=−∞

Rxy(k)Sin(wk)
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The function cxy(w) is de�ned as the cospectrum, the real component of fxy(w) and qxy(w) is the quadrature spectrum, the

imaginary component of fxy(w). Alternatively, the cross spectrum can be expressed in its polar form as:

fxy(w) = Axy(w)e
iφxy(w)

Where:

Axy(w) = (cxy(w)
2 + qxy(w)

2)1/2

φxy(w) = tan−1(
−qxy(w)
cxy(w)

)

This can be seen by wt = αCos(wt) + βSen(wt) = ρCos(wt + θ) where ρ = (α2 + β2)1/2 is the amplitude of wt and

θ = tan−1(−β/α) is the phase angle of wt. In this way the functions Axy(w) and φxy(w) are known as the cross amplitude

spectrum and phase spectrum respectively. The amplitude spectrum can be interpreted as the covariance between the frequency

component w of xt and the frequency component w of yt. The phase spectrum can be expressed in time units as τ = φxy(w)/w,

this is known as the phase shift spectrum. The phase spectrum represents the average phase shift between xt and yt, that is,

if one time series leads the other. If φxy(w) is negative, it is said that the frequency component w of xt leads the frequency

component w of yt, that is, xt anticipates the movements of yt at that frequency. Additionally, there are other functions that

help to interpret the estimates of the cross spectrum. The gain function and the square coherence function are de�ned as:

Gxy(w) =
Axy(w)

fx(w)

K2
xy(w) =

|fxy(w)|
fx(w)fy(w)

In practice the cross spectrum must be explained by several functions. The functions of the corss spectrum will be estimated

using a frequentist approach. Let xt and yt be two time series, their univariate spectra can be estimated as:

f̂x(w) =
1

2π

∞∑
k=−∞

Wx(k)R̂x(k)e
−iwk

f̂y(w) =
1

2π

∞∑
k=−∞

Wy(k)R̂y(k)e
−iwk

Where R̂x(k) is the estimator of the autocovariance of the series xt of order k, this is calculated as: R̂x(k) =
1
T

∑T
t=1+k(xt−

x)(xt−k − x). In the same way R̂y(k) =
1
T

∑T
t=1+k(yt − y)(yt−k − y) is the autocovariance function of yt of order k. Now, the

functions Wx(k) and Wy(k) are known as lag windows, which are used to give less weight to the autocovariance coe�cients
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estimated with less precision. The bias of the estimators of the autocovariance function depends on k, in general, the higher

values of k the greater the probability of a bias. However, the estimator is consistent.. The terms Mx and My are known as

truncation points. In practice it is usual to use the functions expressed in table 1 and those are used in the add-in.

Window name Lag window

Hamming λ(k) = 1− 2 ∗ 0.23 + 2 ∗ 0.23cos(πk
M

) for | k |≤M and 0 otherwise

Hann λ(k) = 1− 2 ∗ 0.25 + 2 ∗ 0.25cos(πk
M

) for | k |≤M and 0 otherwise

Bartlett λ(k) = 1− |k|
M

for | k |≤M and λ(k) = 0 for | k |> M

Parzen λ(k) = 1− 6(K
M

)2 + 6(
|k|
M

)3 for | k |≤ M
2

and λ(k) = 2(1− |k|
M

)3 for M
2
≤| k |≤M

Rectangular λ(k) = 1 for | k |≤M and λ(k) = 0 for | k |> M

Table 1: Lag windows.

Similarly, the cross spectrum between the two time series can be estimated as follows:

ˆfxy(w) =
1

2π

Mxy∑
k=−Mxy

Wxy(k) ˆRxy(k)e
−iwk

Where ˆRxy(k) is the cross-covariance function, which, unlike the autocovariance function, is not symmetric around k. The

function Wxy(k) is the lag window and Mxy is the truncation point. The cross spectrum can also be written as:

ˆfxy(w) = ˆcxy(w)− i ˆqxy(w)

Where:

ˆcxy(w) =
1

2π

Mxy∑
k=−Mxy

Wxy(k) ˆRxy(k)Cos(wk) =
1

2π
(Wxy(0) ˆRxy(0) +

Mxy∑
k=1

Wxy(k)( ˆRxy(k) + ˆRxy(−k))Cos(wk)

ˆqxy(w) =
1

2π

Mxy∑
k=−Mxy

Wxy(k) ˆRxy(k)Sin(wk) =
1

2π

Mxy∑
k=1

Wxy(k)( ˆRxy(k) + ˆRxy(−k))Sin(wk)

The previous equations are the estimators of the cospectrum and the quadrature spectrum respectively. In theory the

truncation points and lag windows may di�er to estimate the value of the univariate or crossed spectra for a set of time series,

however, for simplicity the same truncation point and lag window is used in the add-in for all estimators. Once the cospectrum

and the quadrature spectrum are calculated, the cross amplitude spectrum phase, phase shift, gain and coherence functions can

be estimated as follows:

ˆAxy(w) = ˆ(cxy(w)2 + ˆqxy(w)2)
1/2

ˆφxy(w) = tan−1(
− ˆqxy(w)

ˆcxy(w)
)
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ˆGxy(w) =
ˆAxy(w)

ˆfx(w)

ˆK2
xy(w) =

| ˆfxy(w)|
ˆfx(w) ˆfy(w)

The gain function can be interpreted as an OLS coe�cient of a regression of yt against the frequency component w of xt. Gain

is not a symmetric function. The coherence can be interpreted as the correlation between the frequency component w ofxt with

the frequency component w of yt. Therefore, coherence is a symmetric function and it is also invariant to linear transformations.

The lag window imposes a greater weight for the autocovariance function located at lag 0 and decreasingly for higher lags or

leads. Now, in case the cross autocovariance function does not have its peak at lag zero, then the estimate of the cross spectrum

will be biased. Coherence will be especially biased due to this e�ect. The source of bias can be reduced by properly aligning the

time series, such that after being aligned the cross-correlation function peaks at lag zero.

2 Monte Carlo simulation and the add-in

This section describes the data generator mechanism used to simulate a pair of time series and their population cross spectrum.

In addition, the estimate of the cross spectrum of the data generator mechanism is presented. Consider the model:

yt = αxt−1 + et

xt = βxt−1 + ut

Where et ∼ nid(0, 1), ut ∼ nid(0, 1) these processes are serially independent. In this way:

Rxy(k) = E(xtyt+k) = E(xt(αxt−1+k + et+k)) = αRx(k − 1)

Therefore, the cross spectrum is determined by Rx as:

fxy(w) =
1

2π

∞∑
k=−∞

Rxy(k)e
−iwk =

α

2π

∞∑
k=−∞

Rx(k − 1)e−iwk

If j = k − 1 is de�ned

=
α

2π

∞∑
j=−∞

Rx(j)e
−iw(j+1) =

αe−iw

2π

∞∑
j=−∞

Rx(j)e
−iwj = αe−iwfx(w) = α(cos(w)− isin(w))fx(w)

In this way, the functions that describe the cross spectrum are determined by:
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cxy(w) = αcos(w)fx(w)

qxy(w) = αsin(w)fx(w)

Axy(w) = (cxy(w)
2 + qxy(w)

2)1/2 = |α|fx(w)(cos(w)2 + sin(w)2) = |α|fx(w)

φxy(w) = tan−1(
−qxy(w)
cxy(w)

) = tan−1(−Sin(w)
Cos(w)

) = tan−1(−tan(w)) = −w

φxy(w)

w
= −1

Gxy(w) =
Axy(w)

fx(w)
= |α|

Now considering the de�nition of yt we have to:

fy(w) = α2fx(w) + fe(w)

Gyx(w) =
|α|fx(w)

α2fx(w) + fe(w)

K2
xy(w) =

|fxy(w)|
fx(w)fy(w)

=
|α|2fx(w)

fx(w)(α2fx(w) + fe(w))
=

α2fx(w)

α2fx(w)2 + fx(w)fe(w)
= (1 + (fe(w))/(α

2fx(w)))
−1

The time series xt is an AR(1) process, so fx(w) is given by:

fx(w) =
σ2
u

2π
|β(e

iw)

α(eiw)
| = σ2

u

2π
(

1

1 + β2 − 2βcos(w)
)

fe(w) =
σ2
e

2π

The following graphs present the population cross spectral functions described above and the estimates using the add-in.

These are calculated with a value of α = β = 0.5.
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Figure 1: xt spectrum fx(w)

Figure 2: Cospectrum and quadrature spectrum
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Figure 3: Amplitude spectrum

Figure 4: Phase and phase shift spectrum
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Figure 5: Gain and coherence

Figure 6: Estimated cross spectral functions using the add-in. Rectangular lag window. Truncation 20.
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The following table shows the programming codes to use the add-in. The add-in must be used on a group of time series. For

example the results in �gure 6 can be obtained with the command group01.cspec(all). The add-in �le contains the simulated

data of the data generating process described above.

group_name.cspec(options)
Option Command

Window Rectangular (default)

Hamming

Hann

Bartlett

Parzen

Truncation truncation=number (20 default)

Output table table

Coherence Estimate coherence (default)

Gain Estimate Gain (default)

Phase_Shift Estimate Phase Shift (default)

Phase Estimate Phase

Amplitude Estimate Amplitude

Cospectrum Estimate Cospectrum

Quadrature Estimate Quadrature

All Estimate all functions

BC Perform bias correction (recommended for coherence bias)

Table 2: Options for command line.
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